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Conceptualizing an Ideal Computer-Assisted
Pronunciation Training System: Educational

Technology for L2 Phonetic Features∗
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Abstract Computer-assisted pronunciation training (CAPT) has been growing
in popularity, computational robustness, and pedagogical relevance for the be�er
part of two decades, but the features included for identifying pronunciation errors
and giving relevant feedback to users vary widely and o�en are not grounded in
research. Studies in second language speech acquisition and related �elds have
identi�ed a number of e�ective strategies for pronunciation training, including
perceptual training (high variability phonetic training), user voice matching, visual
prosodic feedback, and gami�cation. However, despite this work and the relative
technological simplicity of these features, many CAPT systems do not include
them and do not provide justi�cation for the features that are included. �is paper
is a �rst a�empt to create a complete framework of relevant and e�ective phonetic
feedback mechanisms in CAPT, with the goal of delineating the outline of an
‘ideal’ or standardised CAPT program. �e framework is then used in a brief
evaluation of two sample CAPT programs (Rose�a Stone and NativeAccent English)
to demonstrate how it can be applied to these and other systems.

1 Introduction

In this paper, a framework for the evaluation of phonetic feedback in computer-
assisted pronunciation training (CAPT) will be presented. CAPT, which refers
to the use of computer technology to teach, correct, and improve pronunciation,
o�ers a number of bene�ts to language learners. It can be used in a private, stress-
free environment, allowing learners to choose their own pace of progression and
schedule. By providing learners with unlimited patience from an individualised
tutoring system, CAPT can build con�dence and help erode the negative emotional
and motivational factors like anxiety, self-consciousness, and boredom, which
Krashen collectively calls the a�ective �lter (Krashen 1985), that impede language
learning. �e a�ective �lter is particularly relevant for speech; oral tasks have
been shown to generate signi�cantly higher levels of anxiety among learners than
listening, reading, and writing (Young 1990). It can be useful not just for L2 learners,
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but also for people with hearing impairments or speech pathologies (Popovici &
Buică-Belciu 2012).

�e majority of modern CAPT programs use phonetic feedback, or the automatic
recognition of subsegmental, segmental, and suprasegmental pronunciation errors
with suggestions for correction, and it is this aspect that will be discussed here.
Research, however, is lacking in this area; the inclusion or exclusion of a given
feature is o�en presented in the context of researchers’ or developers’ intuitions,
and not on empirical evidence of its e�ectiveness. To educe the key components
of a maximally e�ective or ‘ideal’ system, it is therefore necessary to synthesise
research from a number of �elds including second language speech acquisition,
computer-assisted language learning (CALL), and CAPT itself. In section 5, the
framework will be applied to two prominent examples of CAPT so�ware (Rose�a
Stone and NativeAccent) in order to both illuminate ways in which those programs
could improve their e�cacy and demonstrate how these criteria can be used to
evaluate other similar programs.

2 CAPT structure

In evaluating CAPT phonetic feedback systems, it is �rst important to understand
the various ways in which those systems may vary pedagogically. Phonetic feedback
can be categorised according to the following major factors (adapted from Chen &
Li 2016, Hansen 2006, Engwall 2012): (i) level of detail, (ii) medium, (iii) input, and
(iv) adaptation to the user’s native language (L1).

Level of detail refers to the speci�city of pronunciation error detection. Early
phonetic feedback was limited to binary (‘acceptable’ or ‘unacceptable’) feedback at
the u�erance level, but newer CAPT so�ware has made more ambitious a�empts
to give precise feedback on the learner’s error. �is is theoretically possible at the
sub-segmental (place/manner of articulation, e.g.), segmental (phone), word, and
suprasegmental (pitch, intonation, duration, etc.) levels. Subsegmental feedback,
however, requires the highest level of precision from the automatic speech recogni-
tion (ASR) system and was not present in any of the CAPT programs reviewed for
this paper.

Next, CAPT programs vary in the medium of feedback they give, which can be
visual and/or auditory in form. Di�erent aspects of pronunciation may be be�er
suited to particular mediums; Chen & Li (2016), for example, hypothesise that
visual feedback is especially well-suited for suprasegmentals. Other researchers
have endeavoured to adapt feedback mediums to particular learning styles, though
results on this topic have been mixed (Hsu 2016).

Input in CAPT is typically one or a combination of text-to-speech (TTS), native
speaker recordings, and modi�ed user speech, each with its own strengths and
weaknesses. TTS modules are inexpensive and easily extendable to new u�erances,
but lack the direct imitability of native speakers and are prone to segmental and
prosodic errors. Native speaker recordings require additional resources from the
developer, but provide the best examples of well-formed u�erances like those a
learner will encounter in the outside world. Finally, some systems have mixed one
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of those types of input with modi�ed versions of the learner’s own voice by using
technology to change certain acoustic features of an u�erance and make it more
nativelike (Felps, Bortfeld & Gutierrez-Osuna 2009). User speech modi�cation will
be discussed further in sections 3 and 4.

Finally, CAPT systems vary in the extent to which they incorporate knowledge
of the user’s L1. By training error detection models on non-native speaker data
from a particular L1 background, the system can be�er generalise about the types
of mistakes a group of speakers may make (devoiced word-�nal consonants by
German learners of English, for example). �is added precision, however, comes at
the cost of decreased portability-a system intended for a particular L1 may require
new training data to be e�ective for users from a di�erent linguistic background.
Some researchers have proposed ‘weak’ versions of L1 adaptation that allow CAPT
to make coarse-grained adjustments to a given L1 without the need for training
data. One of these methods, L1-L2map, will be examined in section 4.

3 Second language speech acqisition

It has been noted many times over that only a fraction of late (post-pubescent)
language learners will ever achieve nativelike pronunciation (Avery & Ehrlich 1992).
A number of explanations have been proposed for this, ranging from neurological
maturation and reduced sensorimotor plasticity (Scovel 1988, Pen�eld & Roberts
1959), to insu�cient motivation, and to establishment of incorrect habits in the
early stages of learning (Richards, Pla� & Pla� 1992). �ough notions of a sensitive
period in L2 speech remain controversial, a well-supported line of research has
shown that certain features of L2 pronunciation are not acquired naturalistically,
but can be improved with instruction. Most teachers using modern methods do
this implicitly with recasts and the incorporation of multimedia teaching material.
Others also teach pronunciation explicitly with corrections and methods like CAPT.

In response to research on ultimate L2 a�ainment and the changing social dy-
namics of immigration and globalisation, the primary goals in language education
for pronunciation have shi�ed to intelligibility and comprehensibility, rather than
nativelike pronunciation (Munro & Derwing 2011, Nair-Venugopal 2003). As early
as 1949, researchers began to espouse the view that ’most language learners need
no more than a comfortably intelligible pronunciation’ (Abercrombie 1949: p. 120).
�is has resulted in focus on the pronunciation errors that are most detrimental
to successful communication at lower L2 pro�ciencies (A1-B1 CEFR); advanced
learners may a�empt to correct more subtle deviations from native speech later in
the language learning process.

One of the �rst prominent models to predict areas of di�culty for L2 learners
came from the Contrastive Analysis Hypothesis, which claimed that ‘those elements
that are similar to [the learner’s] native language will be simple for him, and those
elements that are di�erent will be di�cult’ (Lado 1957: p. 2). �ough it is now quite
clear that L1 transfer is not the only factor a�ecting L2 pronunciation, L1 features
can nonetheless provide a starting point that may help inform the development of
exercises and teaching material (Avery & Ehrlich 1992).
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Further work has shed light on the more precise interactions between L1 and L2
phonetics and phonology. �e Speech Learning Model (SLM) (Flege 1995) contends
that ‘the processes and mechanisms that children use when establishing the sound
system of the L1 remain intact across the life span, and remain accessible for use in
L2 learning’, but that those processes are in�uenced by the common phonological
space shared by the L1 and L2, and evolve via category assimilation and category
dissimilation (Flege 2007: p. 385). SLM predicts that learners will have the greatest
di�culty with L2 sounds that are similar but not identical to sounds in their L1,
followed by sounds that are unlike any L1 categories. Flege (1987), for example,
found evidence for categorical assimilation among American women living in France
(average length of residency: 10 years). �e study found that subjects produced
French voiceless stops with VOTs longer than are typical of French monolinguals,
but shorter than typical of English monolinguals.

A second important tenet of SLM is that many L2 production errors have a percep-
tual basis, and that perception leads production for certain (if not all) unfamiliar L2
sounds. Evidence for this has been given by studies like Bradlow, Pisoni, Akahane-
Yamada & Tohkura (1997), who showed that Japanese speakers’ production of the
contrast between /l/ and /ô/ improved a�er a period of perceptual training, despite
the participants receiving no explicit pronunciation instruction.

�e SLM alongside related, but competing, models like the Perceptual Assimilation
Model (PAM) (Best 1995) make similar predictions for the purposes of CAPT. Both
SLM and PAM claim that phonemic perception is a) in�uenced by the L1 and b) a
requisite for accurate production. �ese models and the empirical support for them
motivate the use of perceptual training in CAPT, and we will return to this idea in
the next section.

4 Components of a maximally effective CAPT system

In this section, the SLA research discussed above will be synthesised with research
on CAPT itself in order to identify a set of features for a maximally e�ective or
‘ideal’ CAPT system.

One of the most important �ndings from modern pronunciation research has
been the signi�cance of suprasegmental features in listeners’ perception of non-
native speech, alongside evidence that suprasegmental errors can be reduced with
training (Trouvain & Gut 2007). Derwing & Munro (1997) and Munro & Derwing
(1995) showed that native evaluations of non-native speakers’ prosodic natural-
ness strongly correlated with overall accent scores and intelligibility. Hahn (2004)
found that native English speakers recalled 26% more content and evaluated non-
native speakers signi�cantly more favourably when primary stress was placed
correctly. In Hardison (2004), French learners (English L1) signi�cantly improved
prosodic naturalness a�er explicit audiovisual prosodic training with pitch contour
graphs compared to students who only received auditory feedback. Indeed, CAPT is
uniquely positioned to provide feedback on prosody; features like duration and pitch
are subtle and gradient, but easily measurable. Suprasegmental feature training is
a rich topic and can only be super�cially addressed in this paper, but the existing
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evidence about their importance in the intelligibility and comprehensibility of L2
speech strongly supports their inclusion in CAPT.

Evidence suggests that it is advantageous in L2 learning for the input voice to
be matched to the speaker. When using the Fluency CAPT system (Probst, Ke &
Eskenazi 2002), users who practiced with an input voice matched to their own for
F0 and rate of speech reduced their segmental error rate by 43.3%, compared to a
reduction of only 21.2% for learners who used a dissimilar input voice. Another
variation of input voice matching is possible as well; early work by Nagano & Ozawa
(1990) exploited the ability to modify acoustic features of the users’ u�erances to
e�ectively create a perfectly matched input voice. �eir study showed that users who
trained with prosodically modi�ed versions of their own voice improved prosodic
naturalness more than learners who trained only with native speaker recordings
(improvement of .88 vs. .33 on a 7-point Likert scale).

Input voice matching, however, con�icts somewhat with work on High Variability
Phonetic Training (HVPT) (Logan, Lively & Pisoni 1991). HVPT research has shown
that allophonic variation through the use of multiple speakers and varied segmental
contexts facilitates categorical abstraction and leads to improved perception and
production. Wong (2012), for example, showed that Cantonese learners of English
improved their rate of target-like perception and production of /e/ vs. /æ/ more than
twice as much a�er HVPT compared to a control group that received low variability
phonetic training. �omson (2011) showed this to be e�ective in CAPT as well;
in his study, 21 of 24 Chinese learners of English improved vowel pronunciation
a�er HVPT training with a novel CAPT system (two speakers and six di�erent CV
contexts per vowel).

�us, given the lack of clarity about the most e�ective type or combination
of input, a comprehensive option would include one or more ‘default’ speaker
models matched to the user as closely as possible for sex, F0, and/or speaking rate—
potentially including voice modi�cation as supplemental input—as well as certain
exercises or options to hear other speakers produce the same sounds and u�erances
in the style of HVPT.

A further feature relevant to perceptual training is the ability for learners to
listen back to their own productions. �is topic has yet to be directly studied,
but has been argued for by a number of researchers including Neri, Cucchiarini &
Strik (2007) and Probst et al. (2002), and incorporated into their respective CAPT
systems, Dutch-CAPT and Fluency. Given the technological simplicity of saving
certain u�erances and its non-intrusive nature (the user can choose whether or
not to replay the u�erance), u�erance playback constitutes a form of perceptual
training whose presence is well-motivated in an ‘ideal’ CAPT program.

User u�erance playback can also be combined with scoring and gami�cation,
de�ned as the application of game-like elements like point scoring or competition to
non-game domains. Because pronunciation scoring is an inherent part of any CAPT
system that uses ASR, this can be used overtly to allow the system to keep a record
of the user’s ‘best’ (highest-scoring) pronunciation, for example. Allowing learners
to rehear their best pronunciations can be a source of encouragement, in that the
learner knows they have produced a high(er) quality u�erance in the past and are
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capable of repeating or improving upon it. Gami�cation is still in its infancy as a
research topic, but has been shown to increase user motivation across a wide variety
of domains (see Hamari, Koivisto & Sarsa 2014 for a review) including language
learning (Perry 2015).

�ough it has not been investigated directly, there is a consensus in the research
community that phonetic feedback needs to be clear and comprehensible to non-
specialists. �is view arose in response to CAPT programs in the early 2000s like
Auralog’s TellMeMore, which included waveform diagrams for what appear to be
marketing purposes. Researchers like Neri, Cucchiarini, Strik & Boves (2002) ve-
hemently argue that highly technical feedback like waveforms and spectrograms
should be omi�ed. �e nuances of particular feedback mediums and their rela-
tionship to di�erent levels of feedback constitutes an area that warrants further
research, but unless empirical evidence surfaces that supports the use of complex
acoustic diagrams, they likely should be excluded.

As clearly seen with SLM and other L2 speech models, the L1 is implicated in
the types of phonetic errors made by learners (Jones 1997). �is suggests that an
ideal system would include knowledge of the L1-L2 pairing, incorporating both
universal mistakes made by almost all learners of the target language as well as more
�ne-grained L1-speci�c errors. Given the near impossibility of training ASR models
with data from every possible L1, however, some a�empts have been made to �nd
a middle ground. Husby, Øvregaard, Wik, Bech, Albertsen, Nefzaoui, Skarpnes &
Koreman (2011) proposed a method using only IPA charts to create an ‘L1-L2map’
that can inform the system about potential areas of di�culty. While clearly not as
precise as a system trained on spoken learner corpora, their method was nonetheless
able to make accurate predictions about L1-in�uenced error pa�erns. An alternative
strategy is to have new CAPT users produce a special set of u�erances, allowing the
system to use multiple instances of each phoneme to determine which ones need
remediation.

Regardless of which scoring algorithm is used by the speech recognition system,
research supports the notion that it is be�er for CAPT systems to err on the side
of acceptance in borderline u�erances—an unidenti�ed mispronunciation can be
detected in the future, but labelling an acceptable pronunciation as badly-formed
can be discouraging for learners. Evidence of this appears in qualitative feedback
from users of HAFSS (Abdou, Hamid, Rashwan, Samir, Abdel-Hamid, Shahin &
Nazih 2006) and ARTUR (Engwall, Bälter, Öster & Kjellström 2006) and is argued for
by a range of other authors including Neri et al. (2007) and Popovici & Buică-Belciu
(2012). It is important to note that even trained human instructors do not agree
on all pronunciation errors. One can therefore establish the upper bound for error
detection in CAPT as the interrater correlation across a wide test set. Studies in this
area have yielded numbers from r = 0.77 (Franco, Neumeyer, Digalakis & Ronen
2000) to 0.89 (Hardison 2005), suggesting that at least 10% of pronunciation errors
are ambiguous even to practitioners (though this likely varies cross-linguistically).
�is supports the notion that CAPT should not strive for 100% accuracy but instead
should focus on high precision and recall, ignoring mistakes it identi�es as marginal
for the sake of user trust.
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To brie�y summarise, the components of an ideal CAPT system that have been
identi�ed here include, but are not necessarily limited to:

• Suprasegmental feedback

• Default input voice matching

• Multiple speaker models

• User recordings and playback control

• Scoring/gami�cation

• (Basic) L1 adaptation

• Exclusion of highly technical feedback

• Disregarding of errors below a certain con�dence threshold

5 Evaluation of Rosetta Stone and NativeAccent

�e features identi�ed in the previous section will now be used to compare two
CAPT systems. For space reasons, the evaluations here are by no means intended
to be exhaustive, but instead simply help demonstrate how the framework can be
used to illuminate strengths and weaknesses of a given CAPT system.

�e �rst commercial system is Rose�a Stone, included because of its popularity
and the nature of its evolution, having acquired a number of innovative CAPT and
CALL systems like TellMeMore and Livemocha over its lifetime. Rose�a Stone is a
complete language learning system based on immersion and picture identi�cation,
with special exercises for pronunciation training. It is entirely L1-independent.
Information was gathered from the English and German versions.

During speaking exercises, Rose�a Stone �rst plays a recording of a native speaker
with text and prompts the user to either repeat or reply to the u�erance. If the
ensuing pronunciation is deemed acceptable, the user moves on to the next task. If
it is unacceptable, the user is allowed to either try again or hear the native speaker
once more. Rose�a Stone varies native speakers throughout and between exercises,
but does not qualify as HVPT because each u�erance only has one speaker model.
It does not include any segmental or suprasegmental feedback, instead providing
feedback at the word and u�erance levels, and does not correct every mistake (in
one example during testing by the author, the system accepted ‘weiß’ [vaIs] instead
of the target word ‘heiß’ [haIs]), though it is unclear whether errors are ignored
based on ASR con�dence thresholds, relative importance for intelligibility at a given
pro�ciency, or other reasons. Simple gami�cation is included with a bar that �lls up
based on the quality of the user’s a�empt.

Under the framework established in the previous section, it is clear that the
CAPT portion of Rose�a Stone lacks a number of features that have been shown
to be e�ective. �e hypothesis is therefore that Rose�a Stone would achieve larger
learning gains if users had the ability to listen back to their own a�empt, received

126



Ballou

suprasegmental feedback, and could hear the same u�erance produced by more
than one speaker, including one with a voice as similar as possible to their own.

�e other commercial system to be discussed here is NativeAccent (Carnegie
Speech). NativeAccent, a standalone CAPT system for English, was chosen because
of its unique emphasis on segmental and suprasegmental feedback. NativeAccent
adapts to 63 di�erent L1s using contrastive language analysis and uses both auditory
and visual feedback. Visual feedback includes diagrams of the vocal tract, arrows
representing pitch movement, and frontal views of native speakers. Before beginning
the training, users complete a 30-minute pronunciation assessment that allows the
system to determine which sounds need the most improvement. �e program
includes di�erent exercises for 38 phonemes (both consonants and vowels) and
various suprasegmental features including pitch, duration, and pausing.

From the structure of the program, it is clear that NativeAccent represents a com-
mercial system whose strategy is much more closely in line with speech acquisition
research. Not all criteria are met, however, resulting in the hypothesis that features
like voice modi�cation, gami�cation, and HVPT are could further increase learning
gains.

6 Conclusions and future directions

In this paper, a framework was presented for evaluating phonetic feedback in
CAPT. A list of features with empirical support was assembled, including explicit
prosodic feedback, perceptual training and user playback control, input matching,
HVPT, L1 adaptation, and gami�cation. Two example CAPT systems were evaluated
in accordance with that list, leading to the hypothesis that Rose�a Stone is not
implementing phonetic feedback as e�ectively as NativeAccent, by virtue of the
fact that NativeAccent includes a wider range of individually e�ective features. One
of the ensuing predictions is that NativeAccent will lead to larger or faster learning
gains than Rose�a Stone a�er a �xed period of pronunciation training. �is type of
study, comparing either two di�erent CAPT systems or two variations of the same
CAPT system with di�erent phonetic feedback features, constitutes a key area of
inquiry going forward. Other more equivocal pedagogical features including tongue
awareness training and synthesised speech also warrant further investigation.

CAPT is already a powerful tool for a di�cult aspect of language learning that
classroom instruction o�en fails to address, but there is signi�cant room for im-
provement. As further research emerges, ASR technology continues to grow in
power and accessibility, and developers begin to consider more carefully which
feedback strategies are worth including, CAPT �nds itself well-poised to play a
major role in the future of language learning and speech pathology.
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